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Closure properties of CNF

@ Intersection of two CFLs: Let G;, G, be two context-free

grammars.
Gy : G,:
S—-AB, S— AA—0A1 S—+BA S— A A—1A0
B—0B, B—0 A—10, B—0B, B—0
- L(Gy) ={0"1"0"} o L(Gy) ={0t1"0"}

S LinLy,=0"1"0" ¢ CFL for n > 1.

@ Union of two CFLs: For L; = (G;) and L, = (Gy), L1 UL, € CFL.
S—=5|5,and ViNVo=¢
P=PUPU{S = 5|5}, V=VLUWU{S}, T=%,UL,.

e Concatenation of two CFLs: For L; = (Gy) and L, = (Gy),
Li0t, € CFL.

5—>51052, and Vlﬂ\/zz(])
P:P1UP2U{5*>51052}, V= V1UV2U{5}, T =31UX,.

o Kleene star of two CFLs: For L1 =(G;) and Ly = (Gp), Lj € CFL,
where § — 515|8, VinV,=¢.

kr chowdhary TOC 2/ 7



Closure properties of CFLs

e CFL NReg. lang € CFL

o Let M; is NPDA accepting CF language L; by final state, and M, be
a FA accpeting L. The PDA recognizing L; N Ly simulates P and M
simultaneously, like cross-product of two FA.

@ We construct new NPDA M for L1 N Ly to simulate M; and M in
parallel.

M1 M2

a. bjc 3

\/ G

a.b|c
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Closure properties of CFLs

o CFL NReg. lang € CFL ...

M1

nul, b|c

N

M2

C

nul

nul, b|c

e Simulaitng start state: For gy € My, py € M, there is (qo, po) € M

e Simulaitng final state: For g; € F1, and p;,po € F, there is

(q17P1)7(QI’P2) S F
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decision problems for CFLs

e Membership problem: For CFG Gy, find if w € L(G) ?

The membership algorithm is: Parser. That is, if we are able to
obtain a parse-tree for given word w, then wiL(G) else not.

o Empty Language: Is L(G) = ¢?

Algorithm:

1. Remove useless symbols

2. Check if start symbol is useless? If yes, then L(G) = ¢ else not.
o Infinite Language Problem: Is L = L(G) an infinite language?

Algorithm:

1. remove useless symbols

2. remove null and unit productions

3. create dependency graph for variables

4. if there is a loop in the dependency graph, then L is infinite
language else not.
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decision problems for CFLs

o Infinite Language Problem: Is L = L(G) an infinite language? ...
Let the gramamr be:
S — AB,A— aCb|a,B — bB|bb
C — cBS

P

Since there is a loop in the dependency graph, the language is
infinite. The derivation is S =* (acbb)'S(bbb)" .
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